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Abstract 
The UCSB method produces broadband ground motion (0-25 Hz) for earthquakes with magnitudes between 5 and 8. For 
each earthquake scenario we generate kinematic rupture scenarios (50 stochastic realizations or more) that are characterized 
by Kostrov-like [1] slip-rate functions densely spaced on a finite fault area. The slip-rate functions are parameterized by the 
total slip, time to reach the maximum slip-rate (peak-time), the total time of slipping (rise-time), and time when slip starts 
(this determines the local rupture velocity). For each stochastic simulation each kinematic rupture parameter we filter white 
noise with a Von Karman power spectrum in the wavenumber domain to produce the spatial correlation. We use the 
correlations between each kinematic source parameter pair based on the dynamic rupture scenarios [2]. 
  
For each synthetic earthquake rupture scenario, we compute ground motion using the representation theorem. For this, we 
separate the wave propagation problem into a low- and high-frequency components separated at 1.0 Hz. The high-frequency 
Green's functions capture the geometrical decay with a simplified velocity structure. The high-frequency Green’s functions 
will be later convolved with scattering functions. The high-frequency amplitude is modified using the detailed 1D velocity 
model for the velocity and density and the quarter-wavelength impedance [3]. The low-frequency ground motion is 
propagated from the source to the site using either a 1D or 3D velocity structure. We merge the low- and high-frequency 
ground motion by stitching these two in the wavelet domain [4]. Important to note is that the source is the same for both the 
low- and high-frequency components of ground motion. 
  
So far we have successfully validated our method against well-recorded data produced by earthquakes in different tectonic 
regions such as California, Eastern United States, and Japan [5]. The metric for comparing the quality of the computed 
ground motion is acceleration response spectrum at distance up to 150 km from the fault. The comparisons look at the total 
bias between observed and computed response spectral ordinates at different periods as well as the dependence of the 
spectral ordinate on distance from the fault at various periods. 
  
The UCSB method is an attractive solution to generate physics-based synthetic ground motion with minimal computational 
cost. 
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1. Introduction 
Our main goal is to generate synthetic ground motion for engineering purposes such that the synthetics are as close 
as possible to observed ground motion from real earthquakes. We look to replicate the different seismic phase 
arrivals, e.g. the P-waves, S-waves, and surface waves. We also focus on matching as close as possible different 
engineering ground motion intensity parameters, such as peak ground acceleration (PGA) and response spectra at 
different oscillator frequencies. To achieve this goal, it is important to build a model that is sufficiently easy to use 
and capable of reproducing ground motion intensity measures of engineering interest, such as response spectra.  
 
We propose a physics-based approach to estimate ground motion, in which we specify kinematic slip on a finite-
fault to represent the spatiotemporal earthquake rupture process on a fault [4; 6]. Following [7], we use two sets 
of Green’s functions that describe the low and high frequency content (typically separated at 1 Hz) in a hybrid 
manner, and convolve them with the a priori prescribed kinematic rupture process to compute low- and high-
frequency ground motion. We stitch both low- and high-frequency ground motion in the wavelet domain [4]. 
 
We have made some modifications to the original method of [7], by using a slip-rate function that resembles a 
Kostrov shape [1]. It is tapered in time to assure a finite rise-time for the slip-rate function.  

2. UCSB Method 
2.1 Slip-Rate Function 
After reviewing the dynamic rupture simulations of [2], we noticed that most of the slip-rate functions had a plateau 
between the peak-time and the rise-time, after which a rapid decay to zero slip-rate followed. With these 
observations, we decided to develop a new parameterization of the slip-rate function, inspired by the Kostrov [1] 
solution. Our approximation to a tapered Kostrov slip rate function is given in Eq. (1). 
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where t is time, A is a normalization constant, such that the total amount of slip is 1, Tp is the peak-time, and Tr is 
the rise-time. In Fig.1 we show different proposed slip-rate functions [8, 9, 4, 2], and the proposed slip-rate function 
(solid black line).  
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Fig. 1 – (a) We show an the slip-rate functions (normalized to unit slip) for a rise-time of 3 s and a peak-time of 

0.3 s, of [4, 2, 9], and the function inspired by the solution of Kostrov [1] in blue, green, magenta and black solid 
lines respectively. (b) We show the slip-rate spectra of all parameterizations compared to a ω-2 spectrum (red 

solid line). 

 

The proposed slip-rate function has a flat spectrum up to a corner frequency, after which, the spectrum has a ω-2 
decay in displacement.  

 

2.1 Probability Density Functions for Kinematic Rupture Parameters 
For each kinematic rupture parameter, we draw a statistical realization based on different probability density 
functions (PDF). In Table 1 we list the different rupture parameters and their PDF functions. 

Table 1 – Probability density functions used for the different kinematic rupture parameters that describe the slip-
rate function at each sub-fault. 

Kinematic 
Parameter Slip Rise-Time Peak-Time Rupture 

Velocity 

Probability 
Density 

Function 

Truncated 
Cauchy Beta On average 30% 

of rise-time Beta 

 

We truncate total slip for each sub-fault such that the maximum amount of slip on the entire fault does not exceed 
the upper limit proposed by [10]. The rise-time is assumed to be a beta distribution as shown in Eq. (2). 

      𝑝 𝜏 = 𝐶(𝜏 − 𝜏EFG)(𝜏EHI − 𝜏)J      (2) 

where τmax is chosen from the best fitting Brune’s ω-2 model with prescribed target corner frequency fc, and τmax = 
5τmin. The peak-time is assumed to be 30% on average of the rise-time. The ratio of peak time to rise time is 
assumed to be uniformly distributed between 0.25 and 0.35. Finally, the rupture velocity is assumed to be a beta 
distribution such that the minimum value and the maximum value correspond to 0.7 and 0.9 of the average shear 
wave velocity. 
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2.3 Spatial Correlation of Source Parameters 
To generate the distribution of slip on the fault, we follow the procedure of [4]. We first draw a realization of a 
white noise process, where the probability distribution of slip on each point of the fault is a truncated Cauchy 
distribution [4, 6]. After this process we filter the two-dimensional white noise with a von Karman filter shown in 
Eq. (3).  

      𝐹 𝑘I, 𝑘M = *
*N (OPQR),N(OSQT),

      (3) 

Where the CL and CW are the correlation lengths along strike and dip. The wavenumber along strike and dip are kx 
and ky respectively, which are assume to be equal and are related to the target magnitude as shown in Eq. (3). 

      𝑙𝑜𝑔*+ 𝐶X = 𝑙𝑜𝑔*+ 𝐶Y = 𝑀Y − 2	     (4) 
The expression of correlation length is of paramount importance to the total ground motion variability as shown 
by [11, 12]. 

 

2.4 Correlation Between Source Parameters 
We use the same mean correlations between source rupture parameters as found by [2]; correlation matrix is shown 
in Fig.2. 

 

	
Fig. 2 – We show the correlation matrix between kinematic rupture parameters on the fault [8], where γ is the 
rupture velocity normalized to shear-wave velocity of the medium. This correlation is enforced in the UCSB 

method for computing ground motions from kinematic simulations of earthquakes. 

The only correlations we do not enforce are those related to the peak-time. We have already assumed a uniform 
distribution for the ratio of peak-time to rise-time. After extensive tests we find that there is little difference 
between imposing a specific correlation to peak-time and rise-time versus assuming no particular correlation and 
setting peak-time to be a fraction of rise-time (on average). 

 

2.5 Hybrid Wave Propagation with Green’s Functions 
One-dimensional velocity structures decrease the amplitude of ground frequencies higher than ~5 Hz [13] due to 
the low transmission coefficient SH to SH and SV to SV when the incidence angle is very high. High incidence 
angles are produced at distances far from the source. It is the principal physical mechanism of reduced amplitudes 
of higher frequencies far from the source. To solve this problem we have separated the wave propagation problem 
into two parts—a low and high frequencies separated at 1.0 Hz. For the low frequencies (LF) we keep regional 
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velocity structures that capture the arrival times of each seismic phase. For frequencies greater thna 1 Hz (HF) we 
use a layer over a half-space velocity structure, where the boundary between both media represents the Moho 
boundary. Since the HF model propagates waves faster than the regional velocity structure, we correct and shift 
the timing of the S-wave direct arrivals so that they agree with the regional velocity structure. Once we have 
computed Green’s functions for both velocity structures, we use the representation theorem to produce synthetic 
ground motion for the same source model. We then stitch the two ground motion synthetics computed at each 
station in the wavelet domain [4]. In Fig.3 we show a synthetic simulation for LF and HF ground motion, as well 
as the broadband ground motion that formed by stitching the two motions in the wavelet domain. In Fig.3 we show 
the Fourier amplitude spectra (FAS) of acceleration for the LF, HF and broadband ground motion. This plot shows 
how the broadband follows closely the amplitude of the LF FAS at frequencies below 1 Hz;, after which the 
broadband FAS follows the HF ground motion. 

 
Fig. 3 – Combining low-frequency and high-frequency (depicted in red and green lines respectively) 

seismograms to form a broadband seismogram (in black line) at a distance of Rrup≈82 km from the source. For 
frequencies less than 1.0 Hz, the broadband FAS overlays almost identically the low-frequency FAS; from 1.0 

Hz to 25 Hz, the broadband FAS is almost identical to the high-frequency FAS. 

The difference in amplitude above 10 Hz between LF and HF can be approximamtely one order of magnitude 
lower, which means that regional synthetic Green’s functions produce lower amplitude ground motion than 
recorded ground motion.  
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3. Validation Results  
3.1 M6.73 1994 Northridge earthquake 
We have done many simulations to check the proposed model against recorded ground motion from crustal 
earthquakes. The simulations are explained in detail in [5, 7]. We first show the results for the M6.73 1994 
Northridge earthquake, which took place in Southern Califronia. For this earthquake we used a fault 20 km in 
length and 27 km in width; the hypocenter is located at ~19 km down dip and 16 km along strike. With this 
hypocenter location we make sure we can capture the directivity pulse that was created due to the advancing of 
the rupture front up dip. For each synthetic simulation of ground motion we computed response spectra, in 
particular RotD50. For each period we computed the bias as ln(data/model), where the data is the RotD50 
acceleration spectrum for a particular station; and model is the acceleration spectrum (RotD50) determined from 
the synthetic ground motion. We performed 50 simulations for 39 stations.  In Fig.4, we show the average bias for 
the 50 simulations at each of the 39 stations for eight spectral periods. The color represents the average bias of the 
50 simulations at a particular period of the response spectrum.  

 

	
Fig. 4 – Map view of combined 50 realizations of bias at each station for the 1994 Northridge earthquake, for 

different period brackets. The upper segment of the fault is shown in black. 

As the plots show, there is no particular spatial bias in the synthetic realizations of ground motion. To check the 
how the bias behaved with distance, we have plotted bias versus minimum distance to the fault (Rrup) in Fig.5.  

 



16th World Conference on Earthquake, 16WCEE 2017 

Santiago Chile, January 9th to 13th 2017  

7	

	
Fig. 5 – Each dot is the mean bias for 50 realizations at each station; distance is closest distance to the fault, and 

the whiskers show the bias extrema. 

 

While we do not see any apparent bias of the UCSB model with distance, there is large scatter in the bias. We have 
also aggregated the biases for all stations and for all simulations into  a single plot (Fig.6).  

	
Fig. 6 – Combined 50 realizations of bias.  The black line is the mean bias, the magenta corresponds to the 90% 

confidence interval of mean and the lavender region depicts the standard deviation around the mean. 

We do not expect to have a zero bias over all periods because some of the simulated ground motions correspond 
to kinematic ruptures that may not resemble at all the real rupture process of the Northridge earthquake. Our main 
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goal with this particular validation is to have the true recorded observation within the range of our synthetic 
realizations. 

3.2 M6.59 2000 Tottori earthquake 
For the M6.59 2000 Tottori earthquake we have assumed a fault ~27 km length and 13.5 km wide. We have 
computed 50 simulations of a kinematic rupture on this fault and produced ground motion at the stations indicated 
by circles in Fig.7. The color of the stations represents the average bias of RotD50 spectral acceleration determined 
from the 50 rupture realizations. Each frame represents a different period of the response spectrum. 

 
Fig. 7 – Map view of combined 50 realizations of bias at each station for the 2000 Tottori earthquake, for 

different period brackets. The upper segment of the fault is shown in black. 

In Fig.8 we show the same results as a function of distance, for different periods of the response spectrum. The 
results show no bias with distance. 
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Fig. 8 – Each dot is the mean bias for 50 realizations at each station; distance is closest distance to the fault; the 

whiskers show the bias extrema. 

In Fig.9 we show the combined average bias of all 50 realizations and all stations for the 2000 Tottori earthquake.  

 
Fig. 9 – Combined 50 realizations of bias.  The black line is the mean bias, the magenta corresponds to the 90% 

confidence interval of mean and the lavender region depicts the standard deviation around the mean. 

The results show bias at the larger periods, which might be caused by the complex three-dimsional velocity 
structure in this region of Japan. This can likely be corrected in future synthetic simulations with 3D Green’s 
functions.	

3.1 M6.6 Reverse Earthquake Scenario GMPE 
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We have performed 50 rupture simulations for a M 6.6 earthquake on a vertical, strike-slip fault  ~28 km in length 
and ~14 km in width. We compute the ground motion for 30 stations at the same closest distance (20 km) to the 
fault. The hypocenter is in one of 9 locations on the fault..  In Fig.10a we show the average bias of spectral 
acceleration at each station for all 50 rupture simulations. The average bias is close to zero at each station. In 
Fig.10b we compare the average (over all stations and all simulations) RotD50 response spectral values against an 
average RotD50 response spectrum based on the 2008 NGA West GMPE’s. In Fig.10c show results for a M 6.6 
reverse fault. 

 
Fig. 10 – (a) shows the mean bias of 50 realizations of a M 6.6 strike-slip and reverse earthquake at each station. 

(b) The median RotD50 acceleration response spectral ordinate determined from all 50 simulations and 30 
stations is shown as a red dot for M 6.6 strike-slip earthquake. The blue boxes represent 90% confidence 

intervals of mean and the black whiskers are the extrema of the 50 simulations and all stations. The black solid 
line is the average between the four 2008 NGA-West1 GMPE models, as described in Goulet et al. (2015). In all 

plots, results are for a set of stations at 20 km closest distance to the rupture plane. 
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The average of the simulations is close to the average GMPE’s. This is the most important validation test, in our 
opinion, because the ground motion data was produced by several crustal earthquakes and recorded at several 
stations at different distances away from the fault. 

3. Discussion  
The UCSB method for ground motion simulation is an attractive approach with a sound physical basis. In the 
UCSB method the same source parameters determine both the low- and high-frequency ground motion. The source 
parameters are correlated with the correlations derived from dynamic rupture models. The spatial distribution of 
the parameters is determined from a 2D wavenumber spectrum with random phase allowing for asperities to be 
randomly assigned to areas of the fault. With the newly developed slip-rate function we have have found a the 
moment-rate spectrum that resembles a Brune ω-2 spectrum. This has improved the bias measured against the NGA 
West GMPE’s. 

The method is attractive because it does not require input parameters that are difficult to find in a specific tectonic 
region. Also, the method does not require a large number of parameters. It is easy to use, and can be applicable to 
many engineering projects that need broadband ground motion waveforms, e.g. determination of GMPE for 
regions with little or no recorded ground motion, nonlinear time-history analyses of structures for several plausible 
earthquake rupture scenarios, etc. 
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